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1 Introduction

The doubling dimension of a metric space (X,d) is the least value o such that each ball of radius R can be
covered by at most 2% balls of radius R/2 [12]. For any a € Z, the space R® under any of the £, norms
has doubling dimension ©(a), and hence this doubling dimension extends the standard notion of geometric
dimension; moreover, it can be seen as a way to parameterize the inherent “complexity” of metrics.

In this paper, we study the problem of designing routing algorithms for networks whose structure is
parameterized by the doubling dimension dim(X) = a; we show that one can route along paths with stretch
(14 1) with small routing tables—with only O((a/1)°(® logA) entries, where A is the diameter of the
network G. Each entry stores at most O(logd) bits, where & is the maximum degree of G, and hence
for doubling metrics—where o is a constant—and any T < 1, we have (1 + 1)-stretch routing with only
O(logAlogd) bits of routing information at each node.

The idea of placing restrictions on the growth rate of networks to bound their “intrinsic complexity” is
by no means novel; it has been around for a long time (see, e.g., [16]), and has recently been used in several
contexts in the literature on object location in peer-to-peer networks [21, 15, 14]. While these papers used
definitions and restrictions that differ slightly from each other, we note that our results hold in those models
as well. Our results extend those of Talwar [23], whose routing schemes for metrics with dim(X) = a require
local routing information of ~ O(log® A) bits. Formally, we have the following main result.

THEOREM 1.1. Given any network G, whose shortest path distances dg induce the doubling metric (X,dg)
with dim(X) = a, and any T > 0, there is a routing scheme on G that achieves (1 + t)-stretch and where
each node stores only (%)O(O‘) logAlogd bits of routing information, where A is the diameter of G and d is
the maximum degree of G.

The proof of the theorem proceeds along familiar lines; we construct a set of hierarchical decomposi-
tions (HDs) of the metric (X,d), where each HD consists of a set of successively finer partitions of X with
geometrically decreasing diameters. Each node in X maintains a table containing next hops to a small subset
of clusters in these partitions; to route a packet from s to t, we use the routing table for s to pick some “small
cluster” C in s’ table that contains t and send the packet to some node x in C; a similar process repeats at
node x € C until the packet reaches t. The idea is to create routing tables which ensure that the distance from
x to t is much smaller than that from s to t, and hence the detour taken in going from s to t is only td(s,t).
(Details of routing schemes appear in Section 4 and 5.)

While this framework is well-known, the standard ways to construct HDs are top-down methods
which iteratively refine partitions. These methods create long-range dependencies which require us to build
O(logn) HDs in general; in order to use the locality of the doubling metrics and get away with (’3(0() HDs,
we develop a bottom-up approach that avoids these dependencies when building HDs. The analysis of this
process uses the Lovasz Local Lemma (much as in [17, 12]); details are given in Section 3.

1.1 Related Work Distributed packet routing protocols have been widely studied in the theoretical
computer science community; see, e.g., [8, 9, 2, 19, 6, 20], or the survey by Gavoille [10] on some of the
issues and technigques. Note that these results, however, are usually for general networks, or for networks
with some topological structure. By placing restrictions on the doubling dimension, we are able to give
results which degrade gracefully as the “complexity” of the metric increases. For example, it is known that
any universal routing algorithm with stretch less than 3 requires some node to store at least Q(n) routing
information [11]; however, these graphs generate metrics with large dim(X). Our results thus allow one to
circumvent these lower bounds for metrics of “lower dimension”.

Packet routing in low dimensional networks has been previously studied in Talwar [23], that gives
algorithms that require O(cx(%)"‘(log"“r2 A)) bits of information to be stored per node in order to achieve
(14 1)-stretch routing—for constant stretch T and doubling dimension a. The resulting dependence of
O(log?*® A) should be contrasted with the dependence of O(logAlogd) bits of information in our schemes.
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We should point out that his algorithms are based on graph decomposition ideas with a top-down approach
and do not require the LLL to construct routing tables.

One of the papers that influence this work is that of Kleinrock and Kamoun [16]. They describe a
general hierarchical clustering model on which our routing schemes are based. They show that routing
schemes based on a hierarchical clustering model do not cause much increase in the average path length
for networks that satisfy the following two assumptions: (a) the diameter of any cluster S chosen is bounded
above by O(|S|Y) for some constant v € [0,1], and (b) the average distance between nodes in the network
is ©(nY). In contrast, we give bounds on the path stretch on a per node-pair level using slightly different
assumptions on the network geometry.

Other papers on object location in peer-to-peer networks [21, 15, 14] have also used restrictions similar
to [16] on the growth rate of metrics; in particular, they consider metrics where increasing the radius of
any ball by a factor of 2 causes the number of points in it to increase by at most some constant factor 2°.
(Plaxton et al. [21] also consider the lower bound on the growth.) Here the parameter 3 can be considered to
be another notion of “dimension” for a metric space. It can be shown that dim(X) <4p[12, Prop. 1.2]; hence
our results hold for such metrics as well. Our scheme is also similar in spirit to a data-tracking scheme of
Rajaraman et al. [22], who use approximations by tree distributions to obtain bounds on the stretch incurred.

2 Definitions and Notation

Let the input metric be (X,d); this paper deals with finite metrics with at least 2 points. We use standard
terminology from the theory of metric spaces; many definitions can be found in [7] and [13]. Given x € X
and r > 0, we let B(x,r) denote {x' € X | d(x,x') <r}, i.e., the ball of radius r around x. Given a subset
S C X, the distance of x € X to the set S is d(x,S) = min{d(x,x") | X' € S}.

The doubling constant Ax of a metric space (X,d) is the smallest value A such that every ball in X can
be covered by A balls of half the radius. The doubling dimension of X is then defined as dim(X) = log, Ax;
we use the letter a to denote dim(X). A metric is called doubling when its doubling dimension is a constant.
A subset Y C X is an r-net of X if (1) for every x,y € Y,d(x,y) > r and (2) X C UyeyB(y,r). Such nets
always exist for any r > 0, and can be found using a greedy algorithm.

PROPOSITION 2.1. (SEE, E.G.,[12]) If all pairwise distances in asetY C X are at least r (e.g., when Y is
2t
an r-net of X), then for any point x € X and radius t, we have that |B(x,t) Y| < )\)f("’gz r1_

A cluster C in the metric (X,d) is just a subset of points of the set X. The diameter of the cluster C
is the largest distance between points of the cluster. Each cluster is associated with a center x € X (which
may not lie in C) and the radius of the cluster C is the smallest value r such that the cluster C is contained in
B(x,r).

DEFRINITION 2.1. Given r > 0, an r-ball partition N of (X,d) is a partition of X into clusters C1,Cy,...,
with each cluster C; having a radius at most r.

By scaling, let us assume that the smallest inter-point distance in X is exactly 1. Let A denote the
diameter of the metric (X,d), and hence A is also the aspect ratio of the metric. Define p = 256a + 1 and
h= [IogpA] . Letusdefinen;=14+p+p%+...+p' < p*'/(p—1); note that n; = pni_1 + 1. Let us fixa
p'/2-net and denote with N; for the metric (X,d), for every 0 <i<h+1.

2.1 Hierarchical Decompositions (HDs) We now give a formal definition of a hierarchical decomposi-
tion (HD) which is used throughout this paper and is the basic object of our study. As noted below, such a
decomposition can be naturally associated with a decomposition tree that is used for our hierarchical routing
schemes.



DEFINITION 2.2. A p-hierarchical decomposition I (p-HD) of the metric (X, d) is a sequence of partitions
Mo,...,Mywith h = [IogpA] such that:
1. The partition My has one cluster X, the entire set.

2. (geometrically decreasing diameters) The partition M; is an n;-ball partition. Since inter-point
distances are at least 1, it implies that Mo = {{x} : x € X}; in other words, each cluster in My is a
singleton vertex.

3. (hierarchical) IM; is a refinement of ;1 and each cluster in M; is contained within some cluster of
Mit1.

Givensuchap-HD I = (I‘Ii)ihzo, the partition IT; is called the level-i partition of M and clusters in I1; are the
level-i clusters. Note that these clusters have a radius n; and hence diameter < 2n;. Furthermore, define the
degree deg(IM) to be the maximum number of level-i clusters contained in any level-(i+ 1) cluster in M;1,
forall0<i<h-1

2.1.1 Hierarchical Decompositions and HSTs A hierarchical decomposition is a laminar family of sets,
where given any two sets, they are either disjoint or one contains the other. It is well known that such a
family F of sets over X can be associated with a natural decomposition tree whose vertices are sets in F
and whose leaves are all the smallest sets in the family (which are elements of X, in this case). We can use
this to associate a so-called hierarchically well-separated tree (also called an HST [3]) T with a hierarchical
decomposition M; since each edge in T connects some C € M; and C' € M;_, with C' C C, we associate a
length n; with edge (C,C’). Given such a tree Ty, we can (and indeed do) talk about its level-i clusters with
no ambiguity; these are the same level-i clusters in the associated ;. Note that the degree of vertices in this
tree Tpy is bounded by deg (M) + 1.

2.2 Padded Probabilistic Ball-Partitions Recall that an r-ball partition N of (X,d) is a partition of X
into a set of clusters C C X, each contained in a ball B(v,r) for some v € X. B(x,t) is cut in the partition 1
if there is no cluster C € N such that B(x,t) C C. In general, B(x,t) is cut by a set S C X if both SNB(x,t)
and B(x,t) \ S are non-empty.

Let P be a collection of all possible partitions of X, and hence N € 2. Given a partition I € P and
x € X, let Cn(x) be the cluster of I containing x.

DEFRINITION 2.3. ([12]) An (r,€)-padded probabilistic ball-partition of a metric (X,d) is a probability
distribution  over P satisfying:

1. (bounded radius) Each IT in the support of y is an r-ball partition.

2. (padding) Vx € X, Pry [d(x,X \Cn(x)) > &r] > 3.

(This is called a padded probabilistic decomposition in [12].) Each cluster C in every partition I in the
support of a probabilistic ball-partition p has radius at most r; and for any x € X, a random r-ball partition
M drawn from the distribution p does not cut B(x, er) (and hence B(x, €r) is contained in cluster Cr(x) € M)
with probability > 1/2.

3 Padded Probabilistic Hierarchical Decompositions

In this section, we define a (p,€)-padded probabilistic hierarchical decomposition (PPHD) of the metric
(X,d), on which the routing algorithm is based. A PPHD is a probability distribution over HDs that has a
“probabilistic padding” property similar to that in Definition 2.3. For any pair of nodes s, t in X and any
ball containing both s and t with a diameter of ~ d(s,t), the PPHD ensures that this ball is contained in a
single cluster of radius only slightly (= o factor) larger than d(s,t) at a suitable level with probability > %
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Thus the shortest s-t path is contained entirely in this cluster of radius not much more than d(s,t). This is
the general intuition for PPHDs and the starting point for the routing algorithm.

For our applications, we refine PPHDs so that they consist of only m = O(aloga) of HDs. We first
give an existence proof, using the Lovasz Local Lemma (LLL), to show that such decompositions exist in
Section 3.1. We then outline a randomized polynomial-time algorithm to find the decompositions using
Beck’s techniques [4] in Section 3.2.

The existence proof for the PPHDs has the following outline. We first give a randomized algorithm
to form a single random hierarchical decomposition I, which proves the existence of PPHDs, albeit with
support over an exponential number of HDs. To reduce the size to something that depends only on a, we
have to use the locality property of the metric space and the LLL. One significant complication in the proof
is that we cannot use the standard top-down decomposition schemes to construct PPHDs, since they have
long-range correlations that preclude the application of the LLL. Our solution to this problem is to build the
decomposition trees in a bottom-up fashion and to make sure that the coarser partitions respect the cluster
boundaries made in the finer partitions.

3.1 Existence of PPHDs Motivated by the routing application, we are interested in finding the following
structure, which we call a (p,€)-padded probabilistic hierarchical decomposition. This is a probability
distribution u over p-hierarchical decompositions (as defined in Definition 2.2) so that given B(x,er) with
r =~ p', if we choose a random p-HD M from p and examine the partition M; in it, B(x,r) is cut in this
partition I with probability at most %

DerINITION 3.1. (PPHD) A (p,€)-padded probabilistic hierarchical decomposition (referred to as a
(p,€)-PPHD) is a distribution | over p-hierarchical decompositions, such that for any point x € X and
anyvalue rs.t. pt <r<p|,

Prneu[B(x,€r) is cut in ] < 3,

where the random p-hierarchical decomposition chosen is M = (I‘Ii)ihzo. The degree of the PPHD  is defined
to be deg () = maxney deg(I).

Note that the definition of a PPHD extends both the idea of a padded probabilistic ball-partition and
that of HDs—we ask for a distribution over entire HDs, instead of over ball-partitions at a certain scale r.
However, having picked a random p-HD N = (I'Ii)ih:O from this distribution, we demand that balls of radius
~ €p' be cut with small probability only in partition M; that is “at the correct distance scale”. Our main
theorem of this section is the following:

THEOREM 3.1. Given a metric (X,d), there exists a (p,€)-PPHD u for (X,d) with p = O(a) and € =
O(1/a). The degree deg(n) of the PPHD is at most a®(®), Furthermore, there exists a distribution pp
whose support is over only m = O(aloga) HDs.

Since any hierarchical decomposition I can be associated with a tree T (as mentioned in Section 2.1),
the above theorem can be viewed as guaranteeing a set of m trees such that the level-i clusters in half of
these trees do not cut a given ball of radius ~ €p'. This proves the existence of an appropriate tree cover.

DEFINITION 3.2. A stretch-k Steiner tree cover for (X,d) is a set of trees 7 = {Ty,..., Tm} (with each tree
Ti possibly containing Steiner points ¢ X, and edges having lengths), where for every x,x’ € X, there exists a
tree T; € T for (X, d) such that the (unique shortest) path in T; between x and x’ has length at most kd(x,x").

LEMMA 3.1. Given a metric (X,d) with dim(X) = a, there exists a stretch-O(p/€) Steiner tree cover
consisting of O(aloga) trees, where each tree has degree at most a©(®).
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We omit the simple proof of the above lemma and the description of how the Steiner points can be removed
from the trees without altering distances and degrees. We prove Theorem 3.1 in the rest of this section. We
first prove (in Section 3.1.1) that one can obtain the result where the PPHD p has support over many HDs.
We then use the Lovasz Local Lemma (in Section 3.1.2) to show that a PPHD distribution pn, with support
over only a small number of HDs exists.

3.1.1 Padded Probabilistic Hierarchical Partitions If we do not care about the number of HDs in the
support of a PPHD, the existence result of Theorem 3.1 has been proved earlier [23] with better guarantees;
the proof basically follows from the padded decompositions given in [12]. However, we now give another
proof that introduces ideas that are ultimately useful in obtaining a PPHD distribution whose support is over
a small number of HDs.

THEOREM 3.2. Given a metric (X,d), there exists a (p,€)-PPHD p for (X,d) with p = O(a) and € =
O(1/a), and with degree deg(u) = a®(@. Furthermore, one can sample from p in polynomial time.

Proof. We define a randomized process that builds a random hierarchical decomposition tree in a bottom-up
fashion, instead of the usual top-down way. To build a HD I, we start with (Mo = {{x} : x € X}) and
perform an inductive step. At any step, we are given a partial structure (I;,...,Mg) where for each j <,
the clusters in IMj_1 (which is an nj_;-ball partition) are contained within the clusters of ;. We then build
a new partition M;_ 1, with all clusters of M; being contained within clusters of ;1. We have to ensure that
clusters of M;_; are contained in balls of radius at most ni,1 and that any ball of radius er for p' <r < p'*+!
is cut in M1 with probability at most % This way, we end up with a valid random HD Il. The claimed
probability distribution  is the one naturally generated by this algorithm. To create the clusters of 1,1, we
use a decomposition procedure whose property is summarized in the following lemma.

0. LetY + X, p+ C‘}\r for constant c to be fixed later, N be a A/2-net of X.
1. Pick an arbitrary “root” vertex v € N not picked before

2. Set the initial value of the “radius” L <— A/2

3. Flip a coin with bias p

4. If the coin comes up heads, goto Step 11

5. If the coin comes up tails, increment L by I

6. IfL>A(1-1/40)

7. choose a value L from [0,A/(4a)] u.a.r.

8. round down L to the nearest multiple of I"

9. set L« A(1—1/40) 4L

10. Else goto Step 3

11. Form a new cluster C’ in " containing all clusters in M’ NY with centers lie in B(v,L)
12. Remove the vertices in C’ from Y

13. (Remark: C’ has radius at most A+1T")

14. If Y #£ 0 goto Step 1

15. End

Figure 3.1: Algorithm CuT-CLUSTERS

LEMMA 3.2. Given a metric (X,d) with a ['-ball partition M’ of X into clusters lying in balls of radius at
most ' > 1, and a value A > 8T, there is a randomized algorithm to create a (A + I")-ball partition " of

X, where each cluster of M’ is contained in some cluster of M”, and for any x € X and radius 0 <r < A,
. . O(r+T
Pr[B(x,r) iscutin "] < %a.
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Proof. Note that we can assume that " < A/ca and A > a, since otherwise the lemmais trivially true. Using
the algorithmCuT-CLUSTERS given in Figure 3.1, we create a partition of Y (and hence of X); all distances
are measured according to the original distance function d in X.

Let us define B, = B(x,r). Note that if B, is cut in " due to some value of L from v € N (for the
first time), then L falls into the interval [d(v,x) —r —T,d(v,x) +r+T]. Indeed, if By is cut in M”, there
are at least two clusters C{,Cj € N’ such that they both cut By, and B(v,L) contains one of their centers
but not both. Since both clusters intersect By, their centers ¢j and ¢/, are at distance at most r +I" from x.
If L < d(v,x) —r—T, the triangle inequality implies that B(v,L) cannot contain either center. Similarly, if
L >d(v,x)+r+T, B(v,L) contains both of them. Hence the value of L must fall into the interval indicated
above.

If a cut in Step 11-12 is made due to the appearance of a heads in Step 4, we call such a cut a normal
cut; else we call it a forced cut. We now bound the probability that the ball B, = B(x,r) is cut due to either
type.

Normal cuts. Consider the first instant in time when the parameter L for some root v € N reaches a value
such that the cut obtained by taking all ' NY clusters with centers in B(v,L) would cut By. (If there is no
such time, then B is never cut by a normal cut.) In this case, L must also be in the range d(v,x) £ (r +T),
and increases with time. Now either (i) we make a normal cut before L goes outside this range; or (ii) we
make a forced cut; or (iii) L goes outside the range and we make no cut in this range. In any case, the
fate of B, is decided; B is either cut or contained in a new cluster with center v. We now upper-bound the
probability that event (i) happens. There are at most 2(r+1")/I" coin flips made (with bias p) when the value
of L is in the correct range of width at most 2(r + ") and one of these flips must come up heads for the cut
to be made. The trivial union bound now shows this probability to be at most 2(rr+r) p= 2C(';\”)O(.

Forced cuts. Let us look at some root v € N and bound the probability that a forced cut is made with cutting
radius L from v in some range Ky =d(v,Xx) % (r+I). Since the cut is forced and the value of L is greater than
A(1—1/4a) > 3A/4, we must have flipped a sequence of at least A/4I" successive tails; the probability of
this event is at most

(1— p) (VA1) < g=PA/AT —e5a (3.1)

Now, we choose L to be a multiple of " uniformly in a range of width at most A/4a, and hence the
probability that L falls into a range of length 2(r +I") is at most 2(r + ") /(A /4a). Multiplying this by (3.1),
we obtain a bound of e 3% x 8(r+r) a on the probability that a forced cut is made around v with L in the
range Ry such that the cluster C’ Wlth center v in M” may cut B,. Finally, for any x € X, B can only be cut
by clusters from roots v € N that are at distance at most (r+I') + A < 3A from x; by Prop. 2.1, there are at
most |B(x,3A)NN| = (/\/2) < (12)@ of such roots. Now we choose c to be large enough; the probability

of By being cut by a forced due to any such root is at most 12% x e 1% x (r+r) a< (r+r)0( by the union

bound. [ ]

We now use the above lemma to prove Theorem 3.2. Using N' =T, I =n; < p'(p/(p—1)), and
A =nip1 —T =p'*t, and using N = Niy1 (which is a p'*1/2 = A/2 net), we create a (7 + A = niy1)-
ball partition such that for all x and all r < p'*! and € = O(1/a), we have

Pr{B(x,er) cut] < 28 o < p|(+1) a< &< (3.2)

for p/a and c being large enough constants. The probability distribution p over all decompositions M thus
generated satisfy the requirements of a PPHD as given in Definition 3.1. Finally, we bound the degree
deg(p) of the PPHD y; note that each level-i cluster is centered at some v € N;, hence the number of level-i
clusters contained in some level-(i + 1) cluster is (2ni11/(p'/2))°(® = a®(@) by Prop. 2.1. m

Few Hierarchical Decompositions. The above proof immediately gives us a PPHD py with a support
on only M = O(logn + loglogA) HDs. By sampling from the distribution p for M times, we get the
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HDs NW,...,A™), and let the PPHD py be the uniform distribution on these HDs. By (3.2), for each
j€[1...M], point x € X and radius r < p', B(x,&r) is not cut in the partition N with probability 1/10;

i
hence a Chernoff bound implies that this ball is cut in the level-i partitions of more than M /2 of the HDs
with probability less than 1/(nlog A)O(l). Now taking the trivial union bound over all possible values of the

center x € X, and all the log A values of r which are powers of 2 shows that the py is a (p,€/2)-PPHD whp.

3.1.2 Even Fewer Hierarchical Decompositions While the proof of Theorem 3.2 and the discussion
above do not produce a PPHD with small support (of size O(aloga)), we have seen all the essential ideas
required to prove the existence of such a distribution py,, and hence to complete the proof of Theorem 3.1.
To prove this result, we use the locality of the construction, in conjunction with the Lovasz Local Lemma
(LLL). This locality property is the very reason why we built the hierarchical decomposition bottom-up; it
ensures that if any particular ball is not cut at some low level i (the “local decisions™), it is not cut at levels
higher than i (i.e., the “non-local decisions”). Also, we choose the decomposition procedure of Theorem 3.2
in preference to others (e.g., those in [12] and [23]) since they choose a single random radius for all clusters
in one particular partition N of X, which causes correlations across the entire metric space. (The LLL has
been used in similar contexts in [12, 17].)

Proof of Theorem 3.1: To show that there is a distribution py, over only m = O(aloga) trees, we use an
idea similar to that in the previous section, augmented with some ideas from [12]. Instead of building
one hierarchical decomposition M bottom-up, we build m hierarchical decompositions M, ....AM
simultaneously (also from the bottom up).

As before, the proof proceeds inductively; we assume that we are given level-i partitions Il i(l), . I'Ii(m),

where I'Ii(j) is the level-i partition belonging to N, we then show that we can build level-(i+ 1) partitions

I'I_i(fl, . I'Im where each I'Ii“) is a refinement of the corresponding I'Ii(fl, and any given ball B(x, er) with
p' <r < p"tlis cut in at most m/2 of these level-(i + 1) partitions. We start off this process with each
I'Ié” = {{x} : x € X} being the partition consisting of all singleton points in X. LetJ = {1,...,m}. Given m
level-i partitions (ni(J))jGJ, we create m level-(i+ 1) partitions (Fli(jr) )jes using the procedure in Lemma 3.2
independently on each of the m decompositions; parameters are set as in the proof of Theorem 3.2, with
A=p", T =n; and £ = 1/0(a). This extends the m hierarchical decompositions to the (i +1) level; it
remains to show that the probability of balls being cut is small.

To describe the events of interest, let us take B = p't1 and define Z to be a B-net of X. Foreach z € Z,
define B, to be B(z,2pB), and £+ to be event that B, is cut in more than m/2 of the partitions (I'Ii(i)l)'}‘:l,

which we refer to as a “bad” event (used in Section 3.2). We prove the claim using the Lovasz Local Lemma.

CLAIM 3.3. Given any (M), Pr{A,., EFY] > 0.

LEMMA 3.3. (Lovasz Local Lemma) Given a set of events { E1t1},c7, suppose that each event is mutually
independent of all but at most B other events. Further suppose that, for each event £1+1, Pr[£*+1] < p. Then

ifep(B+1) < 1, PriA,c; E+1] > 0.

Proof of Claim 3.3: First, let us calculate the probability of £/*1: by changing the constant in €, we can
make the probability that a ball B; is cut in one level-(i+ 1) partition to be at most 1/8. Let us denote by
A} the event that B, is cut in partition I‘Ii(i)l. The expected number of partitions in which the ball is cut is
at most m/8. Since the partitions are constructed independently, the probability for the event Zzi“ that B,
is cut in m/2 partitions (which is at least four times the expectation) is at most exp(—9m/40); this can be
established using a standard Chernoff bound. This, in turn, is at most (0.8)™, which we define to be p.
Next we show that an event £ is mutually independent of all events Ezi,“ such that d(z,z') > 4ni;1.

For each partition I'Ii(i)l, each root v € Njy1 determines its radius by conducting a random experiment
7



independent of any other roots’ experiments. These random experiments, and only these, determine whether
events such as A} occur. In turn, whether event ZZiH occurs is determined only by events Al ... AT, For
a particular j, for each z, all of the cuts that could affect B, in the algorithm CuT-CLUSTERS are made
from roots v € Njy1 at distance at most 2B+ + A = 2B+ i1 < 2niy1 from z. Whether event A} occurs
is determined by the experiments corresponding to these roots alone. If d(z,z') > 4n;;1, then there is
no intersection between the experiments for z and the experiments for z’. Since Z!*1 is determined by
AL...,A", E+1is mutually independent of the set of all £5! such that d(z,2') > 4ni41.

We apply the LLL now. Note that the number of z' € Z within distance 4n;.; of it forz e Z is
at most [B(z,4ni11) NZ| < (BLB“)G < O(a)®. We define this quantity to be B; ep(B+ 1) is at most 1 for
m = O(aloga) and Claim 3.3 follows. ]

Having proved the claim, let us now show that with nonzero probability, each B(x,r) for x € X and

p' <r < ptlisnot cut in at least m/2 of the level-(i + 1) partitions (I'Ii(i)l)j@. Let us call this event SCi ;.
The claim shows that with nonzero probability, each ball B, with z € Z is not cut in at least m/2 of the

partitions (I'Ii(i)l)jej. Since each x € X is at distance at most 3 to some z, € Z, the triangle inequality implies
that B(x,er) C B(x,) is not cut if B(zy,2[) is not cut, which holds in at least half of the partitions. Hence
SCi1 also holds with nonzero probability.

Finally, we prove that we can choose a random set of HD’s (I'I(j)) je such that SCi;; occurs for each

1 <i+1 < h simultaneously with nonzero probability. The key to the proof is that we have assumed an

arbitrary (worst-case) set of partitions (I‘Ii(”)rj“:1 at level i in proving a nonzero lower bound on Pr[SCi1].
Hence, we can ignore any dependence among the events SCi;; for 1 < i+ 1 < h, and simply multiply
their nonzero probabilities together to obtain a nonzero lower bound on the probability that they all occur

simultaneously. [

3.2 An Algorithm for Finding the Decompositions The above procedure can be made algorithmic using
an approach based on Beck’s algorithmic version of the LLL (see, e.g., [1, 4]). The decomposition satisfies
all properties of the one that is shown to exist using LLL in Theorem 3.1, although with some changes in
constant parameter values. As in the proof of Theorem 3.1, we build m = O(aloga) HDs level by level in
a bottom-up fashion.

On any particular level i+ 1, we begin by choosing m partitions at random. After making the random
choices, we examine the partitions and identify all of the bad events that have occurred. We then group
together bad events that may depend on each other, as well as “good” events that may depend on the bad
events. Each group forms a connected component in the LLL dependency graph. We show that, with high
probability, all connected components have size O(logv), where v = |Z| is the size of the gp+1-net of X.

Once the groups have been identified, we need to eliminate the bad events. Hence, for each group,
we “undo” all of the random choices concerning that group, while not modifying any choices that do not
affect the group. New choices must be made for each group so that no bad event occurs. Because the group
size is small (the number of centers v € Nj;1 concerning the group that we choose random radius for is also
O(logv)), we can find new settings for these choices using exhaustive search in polynomial time.

One interesting complication in this proof is that the set of clusters containing a group have different
shapes in the m different partitions. In each partition, we cut out a “hole”, and redo the choices within the
hole. The boundary of the hole is formed from the boundaries of the clusters that may influence the bad
events (and the good events) in the group. In forming the boundary, additional good events may be added
to the hole. As a consequence, it is possible that a good event inside a hole in one partition may appear
inside a different hole in another partition. Hence, when we perform exhaustive search, these holes must
be considered together. However, our method of bounding the size of each connected component already
takes into account any merging of holes on account of shared good events, so that we never have to redo the
choices for a group of size more than O(logV).



Another issue is that the subset of centers in a hole that belong to Nj, 1, the p'+1/2-net that covers the
entire metric, may not by themselves cover the hole. (Portions of the hole may be covered by centers outside
the hole.) So for each of the m partitions, we may have to add additional net points inside the hole to obtain
a complete cover for it. We show that the size of net points in the hole increases by only a constant factor
and remains O(logv), and the degree of the hierarchical decomposition trees is at most a©(®) as before.

4  The (1+ 1)-Stretch Routing Schemes

Given a (p, €)-PPHD py, with a support on m HDs, we can now define, for every 0 < 1 <1, a (1+1)-stretch
routing scheme which uses routing tables of size at most m(a /1) °(® log Alog 3 bits at every node.

We consider routing schemes in two models. In a basic model, we assume that there is no underlying
routing fabric and each node can only send packets to its direct neighbors. In a second model, we can build
an overlay hierarchical routing scheme upon an underlying routing fabric like IP that can send packets to
any specific node in the network. We specify the routing algorithm in the basic model, but also indicate how
one can circumvent certain steps of this algorithm when an underlying routing mechanism is given.

Let us recall some of the notation defined earlier. Let (I'I(j))’j“:1 be the m hierarchical decompositions

on which y, has positive support, and the level-i partition corresponding to N be called I'Ii(j). Recall that
we can associate each hierarchical decomposition N4 with a tree Tj (as outlined in Section 2.1). Note that

each of these trees has a deg () bounded by a®(® and a height of at most h = [IogpA1. Recall that each

internal vertex of the tree T; at level i corresponds to a cluster of I1 i(” and leaves of Tj,Vj € J, correspond to
vertices in X, where J = {1,...,m}. Let each internal vertex v of each tree T; label its children by numbers
between 1 and deg(um); v does not label anything with the number 0, but uses it to refer to its parent. Note
that this allows us to represent any path in a tree Tj by a sequence of at most 2h = O(log, A) labels.
Lemma 3.1 already shows that the m trees thus created form a small O(p/g) = O(a?)-stretch Steiner
tree cover, which can be used for routing purposes (as in Section 4.3). However, since such a large stretch is
not always acceptable, we improve on this scheme in the following subsections to get better routing bounds.

4.1 The Addressing Scheme Given a tree T; and a vertex x € X, we assign x a local address addr;(x),
which consists of h = [IogpA1 blocks, one for each level of the tree T;. Each block has a fixed length.

The it" block of the addrj(x) corresponds to partition I‘Ii(j) and contains the label assigned to the cluster Cy

containing x in I‘Ii(” by Cy’s parent in T;. Since any such label is just a number between 1 and deg(pm),
where deg(im) = a®@), we need O(aloga) bits per block. In fact, one can extend this addressing scheme
to any cluster C in Tj. If C is a level-i cluster, the k''-block of addr;(C) contains *’s for k < i; addr;j(X) for
the root cluster of T; contains all +’s matching all vertices in X.

The global address addr(x) of point x € X is the concatenation (addry(X),--- ,addry(x)) of its local
addresses addr;(x) for j € J. Since each cluster C belongs to only one tree Tj, we define addry(C) to be a
sequence of #’s of the correct length (where # are dummy symbols matching nothing), and hence define a
global address of C as well. (This is only for simplicity; in actual implementations, cluster addresses for T
can be given by the tuple (addr;(C), j).)

Since there are O(aloga) bits per block, h blocks per local address, and m local addresses per
global address, substitution of the appropriate values gives the address length A to be at most m x h x

[log(deg(um))] = O(aloga) x [IogpA] x O(aloga) = O(a?logalogA) bits.

4.2 The Routing Table For each point x € X, we maintain a routing table Routey that contains the
following information for each Tj, 1 < j <m:

1. For each ancestor of x in T; that corresponds to a cluster C containing x, we maintain a table entry for
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C.

2. Moreover, for each such C, we maintain an entry for each descendant of C in T; reachable within £
hops in tree T;. Here £ = ©(log, 1/¢T), with the constants chosen such that n_, < 84—Tp"1.

In the routing table Routey for x, each of the above entries thus corresponds to some level-i’ cluster C' in Tj.
Let closex(C') be the closest point in C’ to x. (We assume, w.l.0.g., that ties are broken in some consistent
way, so that any node y on a shortest path from x to close,(C’) has the value close,(C’) = close(C’); in
fact, this consistency is the only property we use.) For this C’, Routey stores (a) the global address addr(C’)
by which the table is indexed, (b) the identity of a “next hop” neighbor y of x that stays on a shortest path
from x to the closest point closex(C') in C’, and (c) an extra bit ValidPathy(C'): if the cluster £ levels above
C' in Tj is the cluster C, then ValidPathy(C') is set to be true if B(x,ep'+¢) is entirely contained within
cluster C and d(x, closex(C')) < ep'**, and is set to be false otherwise. Of course, if we reach the root of
Tj while trying to go up £ levels, then the bit is set to be true. Note that if there is an underlying routing
fabric like IP, we can store the IP-address of some node in C’ (say, the closest one) instead of (b) and (c)
above.

LEMMA 4.1. The number of entries in the routing table Routey of any x € X is at most log A x (u/r)o(“).

Proof. Let us estimate the number of entries in Routey for any x € X. There are m trees. For each tree Tj,
forall j€J, thereareh= [IogpA] ancestors of x and the degree of the tree is bounded by deg(pm) = a®@),

Recall that p and 1 /¢ are both O(a), and hence £ = O(log(a/t)). Plugging these values in, we get that the
number of entries for x across m trees is at most m x h x (deg(um))¢ = O(aloga) x O(log, A) x a®(@) =
logA x (a/1)%(®), Each entry is indexed by one global address (of at most A = O(a?log a logA) bits, which
we do not store in Routey since we can deduce it from addr(x) based on the clustering structure); each
entry indeed contains the identity of the next hop (which uses O(log d) bits, where & is the maximum degree
of G), a path length field (to be specified in Section 5.1), and one additional ValidPath bit. [

The forwarding algorithm makes use of two functions, NextHop, and PrefMatchy. For a point x and a level-
i" cluster C' in Tj, the function NextHop, (addr(C’)) returns the next hop on the path from x to close,(C')
provided that the next hop does not leave the cluster C at level i’ + £ that contains C’, and null otherwise. (As
we shall see, the packet forwarding algorithm is guaranteed never to encounter a null next hop.) Given points
x and t in X, the function PrefMatchy(t) returns an addr(C’) in Routey such that in some Tj, t belongs to
the level-i cluster C’, ValidPathy(C') is true, and the value i is the smallest across all trees. Note that both
of these functions can be computed efficiently by node x. Furthermore, it is possible to support the functions
with data structures of size comparable to that of Routey.

Note that once the points in X have been assigned addresses (for which we have described only an
off-line algorithm), the routing tables can be built up in a completely distributed fashion. In particular, a
distributed breadth-first-search algorithm can be applied to determine whether a ball of a certain radius is
cut in a particular decomposition, and a distributed implementation of the Bellman-Ford algorithm can be
used to establish the next-hop entries for destinations for which the shortest paths lie within a certain cluster.

4.3 The Forwarding Algorithm The idea behind the forwarding algorithm is to start a packet off from
its origin s towards an intermediate cluster C containing its destination t; the packet header thus consists of
two pieces of information (addr(t),addr(C)), where t is the destination node for the packet and C is the
intermediate cluster containing t. Initially, the cluster can be chosen (degenerately) to be the root cluster of
(say) tree T;.

Upon reaching a node x in the intermediate cluster C, a new and smaller intermediate cluster C’, also
containing t, must be chosen, possibly from a different tree; the packet header must be updated with addr(C’)
that remains the same until reaching C’. Suppose that the new cluster C’ containing t is at level i’. After
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selecting this cluster, the packet is sent off towards C' with the new header, following a shortest path that
stays within the cluster C at level i’ + £ that contains both x and C’. This process is repeated until ultimately
the packet reaches the cluster containing only the destination t. The algorithm is presented in Figure 4.2.

Let packet header be (addr(t),addr(C)).
If C contains x, the current node, then
find addr(C’) < PrefMatchy(t)
let y < NextHop, (addr(C'))
forward packet with new header (addr(t),addr(C’)) to y.
Else (now x ¢ C)
let y + NextHop, (addr(C))
forward packet with unchanged header (addr(t),addr(C)) toy.
End

©CoOoNOUR~WDNRE

Figure 4.2: The Forwarding Algorithm at Node x

THEOREM 4.1. The forwarding algorithm has a stretch of at most (1+ 1), where 1 < 1.

Proof. We first show that the algorithm is indeed valid; each of the steps can be executed and the packet
eventually reaches t. Suppose that the packet has just reached a node x in an intermediate cluster C containing
t (with addr(C) in its header); thus x needs to execute Step 3 to find a new cluster C’ containing t. Clearly,
PrefMatchy(t) can return the root cluster Croot Of any Tj, since it contains t. We show, however, that the
cluster C' returned by PrefMatchy(t) has a small diameter and nodes along a valid shortest path from x to
C' will forward the packet correctly until it reaches C'.

LEMMA 4.2. If the packet is at node x with distance to the target t being d(x,t) < gp', Step 3 must return
some addr(C’) such that cluster C' 5 t is at level (i —¢) or lower in some Tj with ValidPath,(C’) being
true. Furthermore, all vertex v on all shortest paths from x to closey(C') = close,(C’) has a non-null
NextHop, (addr(C")).

Proof. The (p,€)-PPHD ensures that there exists at least one tree T; such that B(x,ep') is not cut in the
level-i partition Fli(‘); let Coont € I'Ii(J) be the level-i cluster in Tj that contains B(x,ep'). Let C; € I'Ii(i)[ be
the level-(i — £) cluster in T; containing t. The ValidPathy(C;) bit must be true since B(x, epi) C Ceont

in I‘Ii(j) and d(x, close(Cy)) < d(x,t) < gp'; thus PrefMatchy can (and may indeed) just return addr(C;)
given no “better” choices. However, PrefMatch, always finds a cluster C" in some Ty, at the lowest level
across all trees, such thatt € C’, and ValidPathy(C') is true in Routey. Let the level of C’ be i’; the value

i’ is at most (i — £). Now Let C € I‘Ii(,‘+’)€ be the cluster £ levels above C' € I'Ii(,‘r) in Tj that contains both x
and C'. (Such C must exist at level i’ + ¢ for addr(C’) to be in Route,.) We know that B(x,ep'+¢) C C
and d(x,close,(C')) < ep"t! since ValidPathy(C') is true in Route,. Thus all shortest paths from x to
closey(C') are entirely contained in C. Hence, the NextHop, (addr(C')) pointer at any node v on one of
these paths must be non-null since all shortest paths from v to close,(C') = close,(C’) are all contained in

C, the cluster £ levels above C' in Tj’. n

It remains to bound the path stretch. Consider the case when a packet is sent from s to t. Let C’ be a cluster
at level i — £ returned by Step 3 of the forwarding algorithm. Note that if the level i < £, then C’' = {t} and we
send the packet directly to t with T = 0. Using these short distances as the base case, we now do induction
on the distance from s to t.
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If C' is a non-trivial cluster containing t, then we go on a shortest path from s to some vertex
v = closes(C’) € C'. Since t € C', d(s,v) < d(s,t). Because the diameter of C’ is at most 2n;i_,,
d(v,t) < 2ni_¢ < gp™! < d(s,t). (The last inequality holds because if ep'~! > d(s,t), then PrefMatchs
would have returned a cluster at a level lower than that of C’ by Lemma 4.2.) Hence, we can apply the
induction hypothesis to find a path from v to t of length at most (1+1)d(v,t) < (1+71)2n;—¢. The path from
stot as derived from Routes is of length at most d(s,v) 4+ (1 +T1)d(v,t) < d(s,t) + (14 1)2ni_,. The stretch
of the path from sis t is then 1+ (14 1)2n;—/d(s,t). This quantity is at most 1+ 1 since T < 1 and we have
chosen constants so that n;_, < tep'~1/4. [

5 Routing Table Construction and Path Characteristics for (1+ ¢€)-Stretch Routing

The hierarchical routing scheme we are going to describe in this section is a completion of what is
lacking in Section 4; hence we focus primarily the process of building up routing tables using a distributed
implementation of Bellman-Ford algorithm for the base model that we introduce in Section 5.1. For overlay
routing, we store the IP address of an intermediate node to reach each destination in the routing tables and the
process of routing table updates are similar to that of prefix routing, e.g., in [14]. Although the Forwarding
algorithm remains the same as that in Section 4.3, we will elaborate in more details on its behavior in
Section 5.2 when it is coupled with the new routing algorithm.

Our routing scheme is similar in spirit to that of Closest Entry Routing (CER) scheme described
in Kleinrock and Kamoun (KK) [16]. They define a hierarchical routing scheme by first specifying an
“optimal” underlying hierarchical clustering structure that they impose on the network nodes, where the
optimization objective is to minimize the routing table length; each level-k cluster is defined recursively as
a set of level-(k — 1) clusters, with the level-0 clusters being individual nodes. This leads naturally to a tree
representation as shown in Figure 5.3 (a), where internal tree nodes represent clusters; Figure 5.3 (b) shows
that the destination addresses in the routing table of node A corresponds to clusters at different levels of the
decomposition tree, hence reflecting the structure of the hierarchical clustering of network nodes. In KK,
two nodes share common routing table entries for all the clusters that contain both of them. KK assumes
that all clusters at the same level have the same number of sub-clusters within them, and each cluster is
a connected component. The KK hierarchical routing procedure leads a message down a tree path, fixing
more prefix digits at each step, much as prefix routing, traversing smaller and smaller clusters that contain
the destination node until it reaches the destination itself.

® © o o 00 0O ® e o
01 02 03 10 11 1213 21 23 30 32 33
20 22 31

Level 3 0*** 1*** 2*** 3***
0000 © 0002 Level 2 | 00** | 01** | 02** | 03**
oo Level 1 | 000* | 001* | 002* | 003*
Level 0 | 0000 | 0001 | 0002 | 0003
(a) A tree representation (b) Routing table entries in node A

Figure 5.3: A 4-level hierarchical clustering structure of network nodes

The reduction of routing table size generally leads to an increase in network path length. In order to
derive bounds on the increase in the average path length, they further assume that a shortest-path between
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two nodes in a cluster lies within the cluster. They also prescribe an upper-bound of dy on the (strong)
diameter of a k' level cluster, with dy decreasing as k decreases. They show that routing schemes based
on the hierarchical clustering model cause essentially no increase in the average network path length for
a family of large distributed networks. Specifically, the networks they consider are all connected graphs
upon which it is possible to fit a hierarchical clustering whose outcome satisfies the assumptions above. In
addition, (a) the resulting clusters at any level satisfy the following: the diameter of any cluster S chosen is
bounded above by O(|S|") for some constant v € [0,1], and (b) the average distance between nodes in the
network is ©(NV), where N is the size of such a network.

In contrast, our hierarchical routing schemes give bounds on the path stretch on a per node-pair level
on certain networks that are connected graphs G, where the natural metric (X,d) induced by shortest path
distances between any pair of nodes in G is a doubling metric. In addition, the main improvement our work
over that of KK is: while the KK routing scheme is based on assumptions regarding the existence of a “good”
partition of the network, the method itself does not provide an algorithm for computing such a partition;
we are able to prove the existence of a (p,€)-PPHD with a support on m Hierarchical Decompositions
and actually find them by following the Clustering algorithm and its constructive algorithm described in
Section 3. Note that while we guarantee a degree bound for the decomposition trees across all levels, we do
not require they are exactly the same.

It would be ideal if once we construct such a set of network partitions, we can run the hierarchical
routing algorithm specified in KK at each individual decomposition tree. However, it is not possible to
directly apply KK’s routing scheme or their proof techniques for three reasons. First, while KK assumes
that each cluster subnetwork is fully connected, this is not satisfied in our decomposition. Second, the
shortest paths between two nodes in a cluster are not guaranteed to stay within the cluster. Finally, although
the maximal distance in G between vertices of Cy, for all 0 < k < h, is bounded within the diameter of
C«, 2nk, which is geometrically decreasing as k decreases, it is a weak diameter bound and not necessarily
satisfied by the distance induced by the subgraph corresponding to each cluster Cy.

We thus adopt as many definitions and notations as possible from KK in this section while inventing
some new techniques for addressing the above issues in the design and specification of a modified
hierarchical routing scheme given a (p,€)-PPHD uy, with a support on m HDs and in the analysis of the
characteristics of paths as induced by the routing tables thus created. The important property of a (p,€)-
PPHD that we will use in defining our routing scheme is that, for pi~* < r < p', there is at least one tree T;

such that B(s,er) is contained in a level i cluster C; in the level-i partition I‘Ii(j); since a ball is a connected

component, all shortest paths from s to vertices within B(s,er) must be contained within C; in the level-i
partition MY,

5.1 Routing Table Update Rules In this section, we focus on the process of building up routing tables
once the nodes in the network have been assigned addresses that reflect their positions in each of the m
decomposition trees. During this process, routing information is aggregated and exchanged between special
nodes in different clusters at each level. We refer to such special nodes as exchange nodes (for routing) or
entry points (for packet forwarding) of their corresponding clusters. The algorithm for selecting exchange
nodes for each cluster is an independent issue that we do not address in this paper. Similar to the CER
hierarchical routing scheme described in KK, no routing information describing the internal behavior of
a cluster is propagated outside a cluster; hence a cluster is regarded from outside as a single node whose
distance to itself is zero.

We use a modified version of the distributed Bellman-Ford algorithm as in Fig 5.4 to perform routing
updates: especially, to establish the next-hop entries and update estimated path lengths for destination

clusters in the routing tables for the basic model. For routing updates, we are going to focus on entries

for one specific decomposition tree Tj that corresponds to no = (I'Ii(‘))ihzo.
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Let s and t be two neighboring nodes (that they are connected by a channel (s,t)) which belong to
the same k' level cluster Cy € I'Il((’) and not to any lower level cluster in T, where k € {1,2,...,h}. Let

Ck-1(8),Cx_1(t) € I‘Il((‘_)1 respectively denote the k — 1% level clusters to which s and t each belong in tree
Tj. Let Cy(s,t) denote the level-k cluster that contains both s and t; note that Cy_1(s),Cx—1(t) C Ck(s,t) in
Tj since T; represents a laminar decomposition. We use Icaj(s,t) to denote the lowest common ancestor of
sand t in a particular tree Tj; hence lcal(s,t) = Cy(s,t) € I‘Il((‘). For a pair of nodes s, t, Ica’(s,t) can be
determined by inspecting the common prefixes of local addresses, addr j(s) and addr;(t).

Recall that in node s, for any cluster Ci(s) in T; that contains s at level i, for all i =0,...., h, routing table

entries are kept for all clusters that are descendants of C;(s) € I'Ii(j) within £ levels down a decomposition tree

for Tj, V. Thus each entry in the routing table Routes for T; corresponds to some level-(i’) cluster C’ € I'Ii(,”
in Tj, where i’ =0,1,...,h —1; that entry is also denoted as C' and indexed by the global address addr(C’)
of its associated cluster C’, and contains the following fields in Routes: (a) a next hop NextHop,(addr(C'))
to reach C’ from s, (b) a path length field HF(s,C’") that is the current path length at node s for reaching
cluster C’ through NextHopg(addr(C')), and (c) a ValidPaths(C') bit. Initially, the path length fields for
all the entries in Routes for tree T; are set to oo except for the self entries as shown in the Initialization
Procedure in Fig 5.4. _ _

We use Ci(s,C") =Ci(s) € I'Ii(J) to denote the level-i common ancestor of s and C’ € I'Ii(,” such that
i >i'+1 and Cij(s) 2 C". Note that Cp(s,C’) = Cn(s) contains C' € I'Ii(,”, for all i <h—1, since Cy(s)
contains the entire network. Similarly, we use Icaj(s,C') to denote the lowest common ancestor of s and
C'e I'Ii(,” in tree Tj, where C' C Ical(s,C’) C Ci(s,C’) for all i such that C' C C;(s). For node s and cluster
C', the Icaj(s,C’) can be determined by inspecting the common prefixes of local addresses addr;(s) and
addrj (Cl).

As a consequence of the routing table specification, routing table entries at node s and t at all levels
below k — £ in T; refer to different cluster destinations; whereas all the other entries from level k — £ up to
h refer to the same cluster destinations in T;. The objective of the updating procedure is to compare the
estimated lengths of the paths from s or t to any common destination and to update the routing tables to
reflect the shorter paths. Whenever s receives a route update from t, for each common destination cluster
C', its corresponding entry is potentially updated with a new next hop NextHop,(addr(C')), the path length
HF(s,C') through the new NextHop(addr(C')) as in Step 2-4, and the ValidPaths(C') bit as in Step 5-9 of
the Route Update Procedure in Fig 5.4.

We have a slightly different way of setting the ValidPaths(C') bit from that specified in Section 4.2 to
maximize the chance of setting it true. However, as before, once the ValidPath(C’) bit is set to be true, a
shortest path from s to C’ is indeed guaranteed by following the next hop in Routes for an entry C’ and that
in Route, of each subsequent nodes v along the path from s to an entry point of C'. _

Let acommon destination entry for T; in Routes and Route; correspond to a level-(i’) cluster C' € I'Ii(,”,
where i’ > k — £. We denote the level of Icaj(s,C') in Tj as lg; The following inequalities, i'+1 <l <i'+¢,
must be satisfied for C’ to be an entry in Routes. The ValidPaths(C') bit is set to be true so long as for
“any” of the common ancestor Ci(s,C') of s and C’ at level i, for all I < i < i’ + ¢, both HF(s,C') < p' and
B(s,ep') C Ci(s,C') are true. It is set to be false otherwise. Note that when i’ > h — £, both HF(s,C") < A
and B(s,A) C Cy(s,C') are always true since C(s,C’) is the entire network; hence we set ValidPaths(C') bit
true for all C' at level h — /£ and above in Step 5 of the Initialization Procedure.

The reason we set ValidPathg(C') bit this way is the following. Recall that by constructing the m

decomposition trees, each node s “knows” if B(s,ep') is contained Ci(s) € I'Ii(j) in tree Tj; naturally, if
B(s,ep') C Ci(s) € MY, then B(s,ep') € Ci(s) € MY is true for all I > i. However, if B(s,ep') ¢ Ci(s),
we do not assume that we know information such as “whether a ball B(s,r) of a radius ep' > r > ep-1 is
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Initialization Procedure: initialize Routes for tree T at node s
Fori=0,1,...,h
HF(s,Ci(s)) =0, and ValidPaths(Ci(s)) = true
For all other entries C’' # s, let i’ = level of C’ in tree T;
HF(s,C') = o
If i > h— ¢, then ValidPaths(C') = true
End

ok whE

Route Update Procedure: upon recei_ving a route update from t such that Icaj(s,t) =Cx
1. For each commonentry C' € I'Ii(,”, which represents a level-(i) cluster in Tj, where i">k—¢
2. If HF(s,C") > d(x,t) + HF(t,C’), then

3 HF(s,C') « d(x,t) + HF(t,C’)

4 nexthop field of C’ «+— t

5 If i’ <h—2, then

6. Let Iy = level of Ical(s,C') in Tj and m satisfies ep™~! < HF(s,C') < gp™
7 for all levels i : max{lp,m} <i<i'+#¢

8 If B(s,ep™) C B(s,ep') C Ci(s) in Tj, then

9. ValidPaths(C') = true

10. Goto 1

11. End

Figure 5.4: DISTRIBUTED BELLMAN-FORD Algorithm for T; at Node s

contained in Ci(s) or not”, since that is not the type of information that our constructive algorithm provides
by default; note that if r < epli~1, we will just check if B(s,epl~1) C C;_1(s) to decide if B(s,r) C Ci(s).
Our routing algorithm thus makes minimal assumptions about the information that is available at each node
about balls around it being contained at a certain level or not.

Another specification in terms of routing that is different from that of Section 4.2 is the following.
Assume we route a packet from s toward C’. Instead of assuming the packet should always enter a cluster
C’ through the closest point x = closes(C’) in C’ to s, we only require that the packet enters C’ through a

closest entry point eg € C'. Correspondingly, for node s and a level-(i’) cluster C' € I'Ii(,‘) in Tj, the function
NextHop,(addr(C’)) returns the next hop on the path from s to eq provided that the next hop does not leave
the cluster C at level (i’ +#) that contains C’, and null otherwise. Recall an entry point e € C' advertises
routes for C’ it belongs to. Note also eq does not need to be the closest one to s in C’ in order to achieve
(1+41)-stretch routing. (This is also true for overlay routing.) As a basic routing scheme, we keep a next hop
NextHop,(addr(C')) in Routes toward a closest entry point ey € C' for the sake of routing table consistency
that we will elaborate shortly.

For overlay routing, we keep the IP address of an arbitrary entry point eq to C’ (instead of a next hop
NextHop,(addr(C')) toward eg), since IP routing will deliver a packet from s to eq directly given the IP
address of eg without having to rely on hop-by-hop forwarding as in the basic model that we focus in this
section.

DEFINITION 5.1. We call a path an internal path in cluster C if all the nodes in that path belong to C.

Similar to KK, we define the equilibrium condition as the situation when no changes occur in the
topology of network and the contents of HF(s,C’) in the routing table reach “minimal” constant values after
a certain number of updates.
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CLAIM 5.2. The distributed Bellman-Ford algorithm guarantees that in equilibrium condition, HF(s,C’)
will be the length of the shortest path from s to a closest entry point eo of C' when ValidPathg(C') is true,
i.e., HF(s,C') = d(s,ep) in Routes.

Proof. Let the level of C’' € MY in tree Tj be i < h— ¢ and let the level of Ical(s,C’) be lp. We only
set ValidPaths(C') true in the routing algorithm when for “any” of the level-i cluster Ci(s) € I'Ii(”, where

lo <i<i'+¢, both HF(s,C') < gp' and B(s,ep') CCi(s) € I'Ii(j) hold. Denote the lowest such level r, where
r € [lo,i' +£]. All shortest paths from s to some entry point x’ € C’ of distance d(s,x") < HF(s,C") < gp"

are thus internal to C,(s) € I‘ISD in Tj, since such paths are contained in B(s,ep"), which is a connected

component entirely contained in C(s) € I‘Ii(”. Note that some X’ € C’ must have advertised itself as an entry

point to C’ for such paths to be established within {C,(s) —C'} and for C’ € I'Ii(,’) to appear in Routes. Thus
C' CCy(s) since X' € {C'NC(s)} # Oand r > lp; we thus denote C,(s) as C(s,C’) from this point on.

In addition, every node v € C(s,C’), including those along the shortest paths from s to x’ inside
B(s,ep"), contains a routing table entry to C’, since it is a descendant of C,(s,C’) within £ levels down
the decomposition tree T;. Propagation and subsequent updating of routing information among nodes of
Cr(s,C’) is equivalent to finding minimum path internal to C,(s,C’) from any node v € {C,(s,C') —C'} to an
entry point of C’ that is closest to node v; for s, the closest entry point to C’ is eq.

Improvements are made sequentially at each update over the distance HF(u,C’) from u to C' among
nodes within B(s,ep"), until it reaches a minimal constant value if no changes occur in the topology of
the network; hence all u € B(s,ep") “knows” how to route to C' with a path of bounded length. Given
multiple entry points to C’, the distributed Bellman-Ford algorithm guarantees that we find a shortest path
not only to some entry point x’ of C’, but also to the closest, ey of C’, from s in equilibrium condition, i.e.,
HF(s,C") = d(s,ep). The entire path stays within B(s,ep") C C(s,C’), where r is specified as above.

Note that when i’ > h — ¢, both HF(s,C’) < A and B(s,A) C Cy(s,C’) are always true since Cy(s,C’) is
the entire network; hence we set ValidPaths(C’) true for all C’ at level h— £ and above. The same argument
as above applies to this case. [

The reason we require a closest entry point to C' is primarily for route convergence purpose when our
protocol serves as an underlying routing scheme. For overlay routing, we allow an entry point to be any
exchange node or simply a random node within the cluster, which is commonly assumed in peer-to-peer
networks. Note that an exchange node of a given cluster is a node of that cluster which is connected
to one or more nodes external to that cluster as defined in KK. We will use exchange node and entry
point interchangeably unless we specify otherwise. The (1 + 1)-stretch property we are going to prove
for hierarchical routing paths does not require the entry point for a cluster C’ to be the closest to s either — a
point that we will not elaborate on from now on.

FACT 5.3. If a shortest path from s to ep, an entry point to a level-(i’) cluster C' € I'Ii(,j), is internal to

Ci(s) € I‘Ii(j) in tree T, where i > ', then cluster C' 5 ey must be a sub-cluster that is entirely contained in
Ci(s) inTj, i.e,,C" CCi(s).

Proof. First observe ey € {Ci(s)NC'}, since shortest path from s to eg is internal to Ci(s) € I‘Ii(j) in Tj. Since
T; represents a laminar decomposition, where a lower level cluster is always entirely contained in a higher
level cluster, eg € C; is sufficient to guarantee that {C’' >t} C C;. [ |

5.2 Path Characteristics We forward packets according to the Forwarding algorithm in Figure 4.2. Lets
and t be two arbitrary nodes. For destination t, let C’(t) be the cluster whose addr(C’(t)) is returned by the

function PrefMatch(t) at Step 3 of the Forwarding algorithm. We assume, w.l.o.g., C'(t) € I'Ii(,j), i.e, C'(t)
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is in the level-(i") partition M), where i < h— ¢, in tree T;. Recall that h = [logpA]. Let Iy < h be the level
of Ical(s,C'(t)) € Ny in T;.

We say C'(t) al% is the cluster that has the longest valid prefix matching with t in Routes, since the
level of C'(t) is the lowest across all trees among clusters C' in Routes such that C' 5t and ValidPathg(C')
is true. Before we proceed, we first give more definitions, some of which are adapted from KK.

%: Length of the estimated minimum path from node s to node t as derived from the routing
information at node s. (The superscript ¢ stands for clustered routing.)

Exchange node e: a node of a cluster C that is connected to one or more nodes external to C.

Ai(t): Subset of all exchange nodes (entry points) that connect a level-i cluster C;(t) € I‘Ii(J) in tree Tj,
forall j=1,...,m, with any other level-i cluster within the same ancestor Cy(t) € I‘I,(H) in the same tree Tj,

for all n < i+ £. From the above definitions, all entry points e, of C'(t) € I'Ii(,j) that connect C'(t) to any other
level-(i") cluster that stays within Cy,(t) € I'Ii(,jlg in tree T; hence belong to Ay (t).

Let eg € Ay (t) NC’(t) be the closest entry point for s to reach C'(t) € I‘Ii(,j) inT;.

Ce(s,t): Fork <h—1,Cc(s,t) € ﬂl((j) is the level-k cluster in Tj, where lg < k < i’ -+, that is the lowest-
level common cluster of s and t such that B(s,ep*) C Ci(s,t) and B(s,ep¥) contains a shortest path from s
toC'(t) € I‘Ii(,j) in Tj, where i < h—¢; such Cy(s,t) € ﬂl((j) always exists since we know B(s,ep") C C,(s,t)
and HF(s,C'(t)) < ep" must both hold for some Iy < r < i’ +¢, given that ValidPaths(C'(t)) is true in

Routes, due to the specification of the distributed Bellman-Ford algorithm. Let k be the lowest such level
r. Note that C'(t) C Cy(s,t) since T; represents a laminar decomposition and k is at least lo. For k = h,
Ci(s,t) =Cn(s,t) € I‘Iﬁ”, is the root cluster X of T; that corresponds to the entire network G. In this case,
Ck(s,t) = Cn(s,t) always contains all shortest paths from s to C'(t) € I‘Ii(,’) in Tj, where i' = h — ¢, given that
G is a connected graph.

hi,(t): Length of the shortest path from node s to an exchange node e, € Ay(t) NC'(t) as contained
in (fk(s,t) defined above. The superscript i stands for an internal path within (fk(s,t). At equilibrium,
his, (t) = HF(s,C'(t)) = d(s, o) since the shortest path from s to eq is internal to Cx(s,t), and by Claim 5.2,
HF(s,C'(t)) = d(s,eo) in Routes given that ValidPaths(C'(t)) is true in Routes and ey is the closest entry
point to C'(t) for node s. Recall that HF(s,C'(t)) is the current path length filed in Routes for node s to
reach C'(t) € I‘Ii(,” via its current NextHop,(addr(C'(t))). Note when the shortest path from s to e, is not
internal to Cy(s,t), we denote it with hg, = oo

In order to reach t, function PrefMatchg(t) is called by the Forwarding algorithm at node s, which
looks across Routes for all trees and picks a tree T; that contains C’(t) with a closest entry point
eo € Ay(t)NC’(t). Node s then stores (addr(t),addr(C’(t))) in the packet header and sends the packet
to NextHop,(addr(C'(t))); the packet header remains the same while intermediate nodes v forward the
packet along a shortest path from s to eq, that is contained in the common cluster (fk(s,t) of sand t in Tj,
until it reaches eg.

The key observation we have regarding a path hg from s to t is the following. The path may not be

contained within the lowest common ancestor Icaj(s,t) € I'Il(oj) of sand t in a particular tree T;. However, the
segment from s to C’(t), is contained within Cy(s,t) in Tj, where lg < k <i’+ ¢, when following a shortest

path from s to eo, which is the closest entry point to C(t). Recall C(s,t) is acommon cluster of s and C'(t) at
a level higher than that of Ica’(s,t). Conceptually, we route packets from s to t within (fk(s,t) € I‘Il((‘) to avoid
being stuck in Icaj(s,t) € I'I(J), which may not contain any path (e.g., when Icaj(s,t) in Tj is disconnected)

lo
or contains only very long paths from s to t. The shortest path from s to e is thus an internal path relative to

Ck(s,t), which we denote with hi, .
Finally, We define a constant ¢ = 345 that we will use throughout this section. It is easy to verify
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that 2ni_, < msp‘ < @ep'. Recall that £ = ©(log,1/¢1) and p = ©(%), where we choose suitable
constants so that p? < 1%" is satisfied. The rest of this section is dedicated to the proof of the main theorem
of this section, before which we first prove two lemmas regarding the level of C’(t) and C(s,t) given d(s, t).

Note that we always have k < h and i’ < h—£. We will ignore the case when k = h until the end of this
section.

LEMMA 5.1. Let d(s,t) < (1 —@)ep’, where 1 < i < h. The cluster C'(t) € I‘Ii(,j) in T; that has the longest
valid prefix matching with t with ValidPaths(C'(t)) = true, is at a level i’ < max(0,i—£); the common

cluster Cy(s,t) € I'IIED as defined above that contains the shortest path from s to C'(t) is at level k <'i.

Proof. We first prove the lemma when i < £ with the following claim.
Case i </.

CLAIM 5.4. Let gpl< d(s,t) < gp' for 1 <i< 4. ThenC!'(t) = Co(t) ist itself; the lowest common cluster
Cx(s,t) such that B(s,ep*) C Ck(s,t) and B(s,ep¥) contains the shortest path from s to Cy(t), i.e., t itself, is
at level k =1.

Proof. Node s has a routing table entry for all t such that d(s,t) < ep?, since B(s,d(s,t)) C B(s,&p?) is fully
contained in some level-£ cluster Cy(s) € I'I&q) in some tree Tj, and C'(t) is Co(t) € I'Iéq). _
The properties of the (p,€)-PPHD ensure that there is at least one tree T; such that B(s,ep') C Ci(s) €

N in T;. Since d(s,t) < ep', we know that t € B(s,ep') and Co(t) C Ci(s) in Tj. The lowest common

cluster Cy(s,t) such that B(s,ep") C Cx(s,t) and B(s,ep¥) contains the shortest path from s to C’(t) = Cy(t),
ie., titself, isCi(s) € I'Ii(” in tree Tj and k = i. m

We now prove the general case when i > £.

Case h—1>i> ¢ Letx € Aj_4(t) be an arbitrary entry point to some level-(i — £) cluster C >t
in some tree; hence d(x/,t) < 2ni_, < gep' since x',t € C. Applying the triangle inequality, we have
d(s,x') < d(s,t) +d(t,x') < ep'; thus all shortest paths from s to x/, for all x' € A;_,(t), are contained in
B(s,ep').

The properties of the (p,€)-PPHD ensure that there is at least one tree Ty such that B(s, gp') is not cut
in the level-i partition M?; let Ci(s) € MY be the level-i cluster in T, such that B(s,ep') C Ci(s). Since
d(s,t) < (1—@)ep', we have t € B(s,ep) C Ci(s) € MY, Let Ci_y(t) € MY, be the level-(i — ) cluster
in Ty containing t; we know that Ci_,(t) C Ci(s), since t € {Ci_¢(t) NCi(s)} and T, represents a laminar
decomposition. Hence we have C;(s) = C;(t) = Ci(s,t) in the level-i partition I‘Ii(q) in tree Tq.

The ValidPaths(Ci_,(t)) bit must be set true in Routes by the distributed Bellman-Ford algorithm in
node s, since (a) B(s,ep') C Ci(s,t) € I‘Ii(q), and (b) HF(s,Ci_¢(t)) < £p' in Routes for entry C;_(t) € I'Ii(ﬂ)g
in tree Tq at equilibrium, given that all shortest paths from s to an entry point x’, for all X' € Ai_,(t) NCi_(t),
are internal to B(s,ep'). Thus PrefMatchs(t) can (and may indeed) just return addr(Ci_(t)) given no
“better” choices, in which case, i’ =i—£¢and k < i. _

However, PrefMatchs(t) always finds a cluster C'(t) € I‘Ii(,’) at the lowest level across all trees, such
that t € C'(t) and ValidPaths(C'(t)) is true in Routes; hence C'(t) is at level i' <i—£.

We know that B(s,ep") C Ci(s,t) € nY and HF(s,C’(t)) < ep" must both hold, for some lo <r <i'+,
in order for ValidPaths(C'(t)) bit to be true, due to the specification of the distributed Bellman-Ford
algorithm. Let k be the lowest such r; we have k <i'+2¢ <ifori > £.

Case i =h. We have k < hand i’ <h— £ trivially, since both holds for all possible distances of d(s,t) up to
A, which is the diameter of the network G. [
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CLAIM 5.5. When C'(t) € MY is at level 1, d(s,t) > ep’.

Proof. Prove by contradiction. Assume that d(s,t) < gpf. By Claim 5.4, we have C'(t) = Cy(t),
contradicting the assumption that C'(t) is at level 1. ]

LEMMA 5.2. LetC'(t) € I'Ii(,j) be the cluster returned by function PrefMatchs(t) at Step 3 in the Forwarding
algorithm and its level be i’, where h— ¢ > i > 1. Then d(s,t) > (1 — @)ep’ t¢ 1.

Proof. Prove by contradiction. Assume that d(s,t) < (1— @)ep’ =1, By lemma 5.1, the cluster C'(t) > t
that has the longest valid prefix matching with t with the ValidPaths(C'(t)) bit set true in Route is at level
at most i’ — 1, thus contradicting the assumption that C’(t) is at level i’ |

We next prove the following lemma regarding the level of C'(t) given the level of (fk(s,t).

LEMMA 5.3. Let a level-k cluster (fk(s,t) € I'Il((j) intree Tj, where h—1 > k >/, be the lowest-level common
cluster of s and t such that a shortest path from s to C'(t) € I‘Ii(,” is contained in B(s,gp¥) C Cy(s,t) € I'Il((J).
Then C'(t) € MY is at either level k — ¢ or level k— £+ 1.

Proof. Be definition of ék(s,t), we know that lp < k <i'+ ¢ and lg > i’ + 1, where |y is the level of
Ical(s,C'(t)). Thus k—£ <i" <k—1. The lowest level that C'(t) can be is at k — £, and we argue that
C’(t) can not be at a level higher than k — 2+ 1.

Let eg be a closest entry point to C’(t) for s, such that ey € Ay(t) NC'(t) and the shortest path from s
to eo is internal to B(s,epX) C Cy(s,t) € I'I,S”; hence d(s,eq) < epX. Since C/(t) is at least one level below
Ck(s,t) in Tj and eg,t € C'(t), we have d(eg,t) < 2n,_1. Note that C'(t) C Cy(s,t) by Fact 5.3. Applying the
triangle inequality, we have d(s,t) < d(s,e) 4 d(eo,t) < £p*+ 2n_1.

Now we examine the distance of d(s,y’) for all y' € Ay 11 (t). Given that d(t,y’) < 2nk_¢+1, we apply
the triangle inequality and obtain:

d(s,y') < d(s,t) +d(t,y') < d(s,e0) +d(eo,t) +d(t,y) < ep¥+2nk_1 4+ 2Mk_rr1 < p**,

where £ > 2 and p = O(%).
Thus all shortest paths from s to y/, for all y' € Ax_s41(t), are contained in B(s,ep**!). The
properties of the (p,€)-PPHD ensure that there is at least one tree Tj such that B(s, ept)) C Crya1(s) €

Hl((ﬂ'r)l Let Cy_gs1(t) € I'I|(<y)Hl be the level-(k—£+1) cluster that contains t in Ty. Given that t €

B(s,ep**) C Cyy1(s), we know that Cy_p1(t) C Cyy1(S) € I‘Il(i)1 since t € {Cy_g+1(t) NCx41(s)} # 0 and
Ty represents a laminar decomposition. Thus Cx_41(t) € I'Il(jl)Hl must appear in s’ routing table with

ValidPaths(Cy_s41(t)) set true, since Cy_g11(t) C Cyy1(s) is within £ levels below Cy1(s) in Ty and all
shortest paths from s to Cx_,1(t) are contained in B(s,ep**1) C Cy;a(s) in Ty

Thus the level i’ of C'(t) must satisfy k — ¢ <i" <k-£+41 for C'(t) € I‘Ii(,j) to be returned by
PrefMatchs(t). |

FACT 5.6. When k = h and Cy(s,t) € I'Il((j) is Ch(s,t) € I‘Iflj), which is the entire network G, we know that
c'tyenPisatlevel i =h—L=Kk—£.

The next lemma shows the path characteristics from s to t up till entry point eg of C'(t) € I‘Ii(,j).
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LEMMA 5.4. All messages to be forwarded or sent from node s to node t will follow the same shortest path

up to the closest entry point e of C'(t) € I'Ii(,j) to s. The shortest path from s to ey is internal to Cy(s,t) € I'I|(<j)
in Tj; it has a length of hy,, that satisfies:

hle, = MiNe,ea, )ncr) ke, }» (5.3)

where i’ is the level of C'(t) € N{Y and k < i’ + £, and Cy(s,t) € NV, Au(t), and hi, are as defined
above, and h‘Sez = o when the shortest path from s to e, is not contained in Cy(s,t). At equilibrium,
hgeo = HF(s,C'(t)) = d(s,ep). Finally, all vertices v on the shortest path from s to ey have a non-null
NextHop, (addr(C’(t))) and share the same closest entry point eg to cluster C'(t).

Proof. By the definition of Cy(s,t), for k < h—1, we know that Cy(s,t) € I'Il((” is the level-k cluster,
where lp <k <i'+¢, in tree Tj, that is the lowest-level common cluster of s and t such that B(s,sp") -
Ce(s,t) € I‘Il((j) and B(s,ep) contains a shortest path from s to C’(t) € I‘Ii(,j) in Tj; specifically, B(s,ep¥)
contains a shortest paths from s to g, and d(s,eq) < ep*. By Fact 5.3, we have C'(t) C Ci(s,t). When
k =h, C(s,t) = Cn(s,t) € I'Iﬁ” is the root cluster X and naturally contains all shortest paths from s to
C'(t) CCn(s,t), given that G is a connected graph.

All the nodes in Cy(s,t) € I‘Il((’) contain one entry for C'(t) € I‘Ii(,’) in their routing tables, since k < i’ 42
and C'(t) C Cy(s,t) is a cluster within £ levels below Ci(s,t) € ”|(<J) in tree T;. Propagation and subsequent
updating of routing information among nodes of ék(s,t) € I‘Il((’) in Tj is equivalent to finding the minimum
path internal to Cy(s,t) from any node u € {C(s,t) —C'(t)} to an entry point of C'(t) that is closest to node
u; for s, the closest entry point to C'(t) is eg such that h‘Seo = minezeAi,(t)ncr(t){h‘sez}. Hence, at equilibrium,
go is on the minimal path from s to C’(t) and hy,, = HF(s,C'(t)) represents the length of such minimal path.

Al shortest paths of length d(s,eo) from s to eg are internal to Cr(s,1); when k <h —1, it is within
B(s,ep¥) CCi(s;t) € MY, Hence, at equilibrium, within B(s,ep*) € C(s,t) € N for k < h— 1, or within
Ck(s,t) = X for k = h, a shortest path of length hy, = d(s,eo) is formed between s and eo among nodes
within a connected component, that share a common entry for C’(t) C Cy(s,t) in their routing tables. Thus
we have HF(s,C’(t)) = hi,, = d(s,eq).

For any node v on one of these shortest paths from s to eg, s and v must share the same closest entry
point ep to C’(t) at equilibrium, due to the execution of the distributed Bellman-Ford algorithm; furthermore,

intermediate nodes v will be able to route the packet toward C'(t) € I‘Ii(,j) in Cy(s,t) consistently since they
each contain an entry for C'(t) € I'Ii(,J) with a non-null NextHop, (addr(C’(t))) field, given that these paths

stay within Ck(s,t) € I‘Il((j), where k < i’ + £. The Forwarding algorithm will forward messages from node s
destined to node t along the shortest path thus formed to first reach C’(t) in tree T;. ]

The process of finding the next entry point repeats by the time the packet reaches eg, an entry point to
C'(t) € I'Ii(,” in tree Tj, until the packet reaches its destination t. For example, eq selects a new tree T, that

contains the next cluster C”(t) € I‘Ii(,',) with a longer prefix matching with t than C’(t), and updates the packet
header with C"(t) accordingly. Note that C"(t) and C'(t) may belong to two different trees; hence while
intermediate nodes between one entry point and another never switch trees, upon reaching an entry point, it
is free to switch. The next lemma states the upper bound on the level i” of C"(t) € I‘Ii(,',), and the level of the

common cluster Cy(x,t) € I‘IS) that contains a shortest path from x to C”(t) in B(x,gp¥) € Cy(x,t) € I‘IS). If

x is t itself, we are done with forwarding.
LEMMA 5.5. Let1 <i’ <h—Z¢bethe level of C'(t) € I‘Ii(,j). Once the packet from s reaches an entry point x
in Ay (t) NC'(t), including eg, x will find a new level-(i") cluster C”(t) € I'Ii(,',) at level i” < max(0,i'—2) in
some tree T, and the common cluster Ck(x,t) € I'Il((') as defined above is at a level k < i’ —2 4 2.
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Proof. We have d(x,t) < 2ny < gep’t¢, since x € Ay (t)NC/(t) is an entry point to some level-(i’) cluster
C'(t) e I'Ii(,” containing t. We have d(x,t) < (1—@)gp’ 2+ s0 long as p? < = ‘p , which can be satisfied when
suitable constants are chosen for £ = ©(log, 1/€t) and p = G)(s) Lemma 5. 1 tells us that k' <i'—2+¢ and

C'(t) e I‘Ii(,',)) is at level < max (0,i' —2). |
We are now ready for the main theorem that summarizes the path properties.

THEOREM 5.1. Follow the Forwarding algorithm in Section 4.3, for all k < h, the path from s to t as
derived from the routing information at node s satisfies the recursive equation below, h§ = h'SeO +hg¢, where
the shortest path hiseo from s to e is contained in Ck(s,t) and its properties are as specmed in Lemma 5.4.
Secondly, the lookup path has a stretch of at most (1+ 1). Finally, the algorithm switches trees for at most
max (0,k — £+ 1) times. When d(s,t) < (1 — @)ep", where n < h, we have k < n; otherwise, k < h.

Proof. The proof of the theorem is by induction on k, which is the level of the lowest common cluster
Cx(s,t) of s and C'(t) such that a shortest path from s to C’(t) is contained in (a) B(s,epX) C Ci(s,t) for
k<h—1,orin (b) C(s,t) =Cn(s,t) for k = h. Recall i’ is the level of C'(t) € I'Ii(,j), and ey € Ay (t)NC/(t)
is the closest entry point to C'(t) for node s within Cy(s,t) € I'I,(<j).

Base Case: k < /Z—1.
We first prove the following claim.

CLAIM 5.7. IfCy(s,t) is at level k < £—1, then C'(t) = Co(t) and d(s,t) < ep’~L.

Proof. By the definition of Cy(s,t), we know B(s,ep*) C Cy(s,t) € I'Il((j) in Tjand d(s,eq) < p¥, where e €
C'(t) is the closest entry point to C’(t) for node s. Thus d(s,eq) < gpt~ for k < £—1. Since C’( ) e I'I,(, Visa

descendant of Cy (s, t) € ”|(<J) in Tj, it must be at a level lower than k; hence d(eo,t) < 2n,—» < < < 4pt2,
since ep,t € C'(t), and C'(t) is at level i' < /¢ —2.

Applying the triangle inequality, we have d(s,t) < d(s,eq) +d(eg,t) < ep’~ +4pf=2 < gp’. Thus by
Claim 5.4, we have C'(t) = Cy(t), which is t itself; furthermore, eg =t and d(s,t) = d(s,e0) < epl. m

The above claim shows that Cy(s,t) € I‘I(j) in tree T; contains a shortest path from s to C'(t) = Co(t) €

I'Igj), and t is the closest entry point to Co(t), which is t itself. Thus hg; = hg = 0, since a node’s distance

to itself is zero. It remains to show that h§ = h'Seo = hi; recall hi, refers to the shortest path from s to t

as included in Cy(s,t). This is true since the routing table of every node v in Cy(s, t) € I‘I( Dfork<e—1
contains an entry for Co(t) = t, and a shortest path from s to t is contained in B(s,ep¥) C Ck(s t) in tree Tj;
hence at equilibrium, the clustered path between s and t as derived from Routes is the shortest path from
stot, and it is internal to Cc(s,t), i.e., hS = HF(s,Co(t)) = hi, = d(s,t), where k < £— 1. The stretch is

exactly 1 since % = d?st) 1. The forwarding algorithm does not switch tree at all.

Case k = £. By Lemma 5.3, C/(t) is at level 0 or 1. When C’(t) is at level k — £ = 0, the proof is the same as
that in the base case.

When C/(t) is at level k — £+ 1 = 1, we have d(s,t) > ep’ by Claim 5.5. All messages to be forwarded
or sent from node s to node t will first follow the same shortest path of length hiseo =d(s,ep), that is internal
to Cy(s,t), up to the closest entry point e of C'(t), as specified in Lemma 5.4.

Upon reaching eo, Lemma 5.5 can be applied to show that hg ;, the clustered path from eq to't, is entirely
contained in a level-(k’) cluster Ci (eo,t) in some tree Ty, where k' < i' —24-£ = £ — 1; thus as proved in
the base case, hg = h; = d(eo,t). The clustered path from s to t as derived from Routes indeed satisfies
h = h;eo + hgyt Where hseo =d(s,e0) and hg; =d(eo,t).
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Hence we obtain the bound on the entire path: hg = d(s,ep) —I—d(eo, ) < d(s,t) +2d(eg,t), where

d(s,eg) <d(s,t) +d(eo,t) by triangle inequality. And the path stretch is: d( =1+ 23Ee0,)) <1+ (p“) <

1+, where £> 1+ (log,4/et). The algorithm switches trees at most once.

Case k > £+ 1. First we assume that the theorem is true up to k — 1, let us show that it is true for k.

Let Cy(s,t) € ﬂl((‘) be the k" level cluster that contains a shortest path from s to C'(t) € I‘Ii(,‘) in Tj.
According to Lemma 5.4, all messages to be forwarded or sent from node s to node t will first follow the
same shortest path of length hSe , that is internal to (fk(s,t), up to the closest entry point ey of C'(t). By
Lemma 5.3, we know that C'(t) is at level k— £ or k — £+ 1 when k < h—1. When k = h, C’(t) is at level
h—¢=k—~¢.

Upon reaching e, Step 3 of the forwarding algorithm is applied to find C”(t), that has the longest valid
matching with t in e’s routing table. Since C'(t) is at level k — £ or k — £+ 1, Lemma 5.5 shows the lowest
common cluster Cy(e,t) of e and t, such that B(eg,ep¥') C Ci(eo,t) and B(eg,ep¥') contains a shortest
path from e to C"(t), is at level k' <" —2+£ < k—1. Thus hg; is known from the induction hypothesis
and hg = h'SeO + gt

Now we proceed to prove the bound on the stretch for level k. Let C'(t) be at level 3 — £, where { is
k or k+1; hence d(eo,t) < 2ng_, given that eo,t € C'(t). By Lemma 5.2, d(s,t) > (1 — @)epP-1, where
i"'=B—£>1forallk>£+1.

By Lemma 5.4, hgeo is the shortest path from s to eq that is internal to C(s,t) and h'seo = d(s,eo);
applying the triangle inequality, we obtain:

h'Seo =d(s,e0) < d(s,t)+d(eo,t) < d(s,t) +2np_. (5.4)

By the induction hypothesis, we know

het < (1+T1)d(e0,t) <2(1+T)Np - (5.5)

Finally, we get the bound on the total path length from sto t:

Now using the fact that d(s,t) > (1 — @)gpP~1, and the fact that T < 1, we obtain the path stretch from
stot:

S 2(2+1)ng 6Nng_
St — < < .
(s, i) ST ger =TT 61

where £ > (log,8/e1) + 2.

Finally, the algorithm switches trees for at most k — £ times to finally route within a level £ cluster, after
which it switches tree at most once, thus adding up to a total number of k — £+ 1 times.

Now we look at the bound on k itself. When d(s,t) < (1 — @)ep", for all n < h, we have k < n
by Lemma 5.1. We now verify that all statements in the theorem still apply, for the clustered path h,
when d(s,t) > (1 — @)epM and Cy(s,t) is Cp(s,t). First of all, when Cy(s,t) = Cx(s,t), following the
Forwarding algorithm in Section 4.3, we know that C'(t) is at level h — £ and hence d(s,t) > (1 — @)gp("—V
by Lemma 5.2. The shortest path from s to eg € C'(t), hi,, is internal to Cj (s, ), the entire network G. Upon
reaching e, hg; is known by applying the theorem directly since d(eo,t) <2np < (1— @)ep"L. Thus we
have h,; < (1+T)d(eo,t) < (1+T)2np—s. Hence, the entire path satisfies the equation, h§ = hi, + h.
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Second, with the same calculation as the proof above, it is easy to verify that the entire path h§ has a stretch
of at most (1+1) given that d(s,t) > (1—@)ep("= and h; < (1+1)d(eo,t) < (14T)2Nh—¢. The algorithm
switches trees for at most (h— £+ 1) times. |

COROLLARY 5.1. For all t such that d(s,t) < epf, path stretch is 1.

Proof. Node s has a routing table entry for all t such that d(s,t) < ep?, since B(s,d(s,t)) C B(s, ept) is fully

contained in some level-£ cluster Cy(s) € I‘Iy) in some tree Tj, and C'(t) is Co(t) € I‘Ié‘); the base case of the
above proof shows that path stretch is 1. [
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